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Foundation Models for Time-Series

Stefan Webb, Developer Advocate @ Zilliz
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Why Time-Series?

● Time-series reasoning

○ Social understanding

○ Financial markets

○ Manufacturing processes

○ Weather

○ Etc.
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1. Foundation Models for 
Time-Series?
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A Foundation Model for Time-Series

● Goal: Zero-shot forecasting of time-series

● Analogous to GPT

○ Decoder-only

○ Scale up:

■ Data

■ Model size

■ Compute for training
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But is it possible…?

● “Can large pretrained models trained on massive amounts 

of time-series data learn temporal patterns that can be 

useful for time-series forecasting on previously unseen 

datasets?ˮ

● No vocabulary, grammar, etc.

● Obtaining big data?

● Commonality across time-series?

● In-context prompting emergent behavior?
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Yes!



11 |   © Copyright  2024  Zilliz11

Important: Not a Fine-Tuned LLM!
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2. TimesFM
     Google Research, 2024
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Model
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Data
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Data
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Training

● 200M parameters

○ GPT1 has 120M, GPT2 has 1.5B

● 300B time points

○ GPT1 on BookCorpus, GPT2 on 45M web pages  
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3. Discussion
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Benchmark Results
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Scaling Laws
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Conditioning on Exogenous Variables

● Simple method

○ Put regression model on residual

■ Y  TimesFMX + f(X, C)

● Exo. vars effecting attention or feedforward networks

● Fine-tuning

○ LoRA weights a function of exo. vars?
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Multimodal Foundation Time-Series Models

● Text, images, etc. + time-series ⇒ forecast

○ Include in residual regression model?

○ Include in cross-attention input?

○ Include in LoRA weights hypernet?
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Fine-Tuning?
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Challenges / Future Directions

● Data, data, data [hard]

● Exogenous variables and multimodal models, both conditioning 

on and generating
● Structured state-space models and xLSTM

● Embedding models for time-series

○ Decoder-only models can be converted to encoders

● Better tooling

● Connections to Neural Process family?
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4. RAG / Agents + Time-Series?
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Using TimesFM in RAG / Agent Pipeline

● Zero-shot ⇒ Few-shot reasoning, i.e. RAG

● Natural language reasoning and multimodal modeling 

(multiple modalities in ⇒ time-series out)

● “Agentic workflowsˮ ⇒ Take output of forecast and use 

as input to generation of text or image

● How does this relate to Milvus?
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4½. A Brief Interlude on Milvus
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Milvus is an Open-Source Vector Database to 
store, index, manage, and use the massive 
number of embedding vectors generated by 
deep neural networks and LLMs.

contributors

400
stars

32K
docker pulls

66M
forks

3K

Milvus: High-performance, scalable vector database
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Milvus Users
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Deployment Options

Milvus Lite

● Locally hosted
● Suitable for prototyping 

and demos

Milvus Standalone

● Single remote/local server
● “Medium” scale
● Simplified setup, 

maintenance, etc. 
compared to cluster

Milvus Cluster

● Distributed system
● Many different types of 

nodes
● Scales to 100s of billions 

of vectors



30 |   © Copyright  2024  Zilliz30



31 |   © Copyright  2024  Zilliz31

Why Not Traditional Databases?

Suboptimal
Indexing / Search

Scaling Inadequate Query
& Analytics Support
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Benchmarks

Shows 3-20x faster comparing with open 
source Milvus

At least 6x faster than other vector databases

https://github.com/zilliztech/VectorDBBench

https://github.com/zilliztech/VectorDBBench
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Summary
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Summary

● Decoder-only Transformer models show promise for zero-shot 

time-series forecasting

● Itʼs early days - stay tuned!

● Many opportunities for Applied Research, but can start building 

now with Open-Source models

● Better tooling including support for streaming (time-series) data 

will follow
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https://milvus.io/discord

https://github.com/milvus-io/milvus

https://x.com/milvusio

https://www.linkedin.com/company/the-milvus-project

LETʼS STAY CONNECTED!

Stefan Webb
Developer Advocate, Zilliz

https://milvus.io/discord
https://github.com/milvus-io/milvus
https://x.com/milvusio
https://www.linkedin.com/company/the-milvus-project
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Book a free 11 session to get help with your production deployment
meetings.hubspot.com/chloe-williams1/milvus-office-hours
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Join us at our next meetup!
lu.ma/unstructured-data-meetup

Feb 27, San Francisco, AWS GenAI Loft
Zilliz, Amazon AWS, TBC
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