
LLM Evaluation & 
Observability



Who founded Zilliz?



What does the company Zilliz do?



Who founded Zilliz?



Who founded Zilliz?

Consider LLMs hallucinatory…

unless proven otherwise!



Generalization Memorization

This overlap is really murky

ML research 
optimizes models for

And actively 
penalizes



Leave memorization 
to something else

✓ Summarization
✓ Text Embedding
✓ Inference
✓ Planning

MemorizationGeneralization

Focus LLMs on ‘general’ tasks
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LLMs need a knowledge source

Vector databases Tools



   Embedding

Enter Retrieval Augmented Generation (RAGs) 

Example: Question Answering ChatBot 

Relevant
Chunks

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks



   Embedding

Sometimes 
Irrelevant
Context

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks

Enter Retrieval Augmented Generation (RAG) 



   Embedding

Sometimes 
Not Enough 

Context

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks

But RAGs can hallucinate too 
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But RAGs can hallucinate too 



TruLens : Track and Evaluate LLM Experiments

github.com/truera/trulens



The LLMOps Stack is evolving

Observability

Compute

Storage

Monitoring

Training
Fine-tuning and 

Prompt Engineering
Experimentation

Model 
Deployment -> API 

Management

Model 
Repository

Testing

Feature Store

Development Production

These 
layers  
changing
dramatic-
ally for 
LLMs

TruEra 
focus

Debugging

Vector DB

TruLens focus
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Testing RAGs for hallucinations
The RAG Triad

Context Relevance
Is the context relevant 
to the query?

Groundedness
Is the response supported by 
the context?

Answer Relevance
Is the answer relevant to the 
query?

Query

ContextResponse
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Retrieval failure

Context Relevance

Groundedness

Answer Relevance

Query

ContextResponse

LLM Eval
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Lack of groundedness

Context Relevance

Groundedness

QA Relevance

Query

ContextResponse

MLM Eval and LLM Eval
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Answering the wrong question

Context Relevance

Groundedness

QA Relevance

Query

ContextResponse

LLM Eval
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Choosing the right evals in TruLens

● Human Evals

● Ground Truth Evals

● LLM Evals

● MLM Evals
● Traditional NLP Evals

Meaningful

Sc
al

ab
le

Evals such as BLEU, 
ROUGE are too 
syntactic

LLM Evals agree with 
Human Evals 80% of the 
time [Zheng et al. 2023] 

MLMs (e.g. BERT) need 
to be fine-tuned to 
provide the right 
feedback

Human evaluators’ 
expertise matters

Ground truth is hard to 
collect at scale



   Embedding

Huge Configuration Space for RAGs

Relevant
Chunks

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks

Embedding 
Selection

Index Type
Distance 

Metric

Data 
Selection

Vector DB Creation



   Embedding

Huge Configuration Space for RAGs

Relevant
Chunks

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks

How many chunks? 
(top k)

Chunk Size?Retrieval 
Method

Rerankers

Context 
Filters

In the Retrieval Step



   Embedding

Huge Configuration Space for RAGs

Relevant
Chunks

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks

Which LLM?

Logit Bias

In the completion step

Temperature 
/Top N

Model Size

Function 
Calling

Frequency 
Penalty



Evaluate LLM apps with TruLens feedback functions 

Additional Examples
● Summarization quality
● Jailbreaks
● Prompt sentiment
● Embedding distance
● PII Detection
● Language mismatch
● Toxicity
● Stereotyping
● Custom evaluations
● …

A feedback function provides a 
score after reviewing an LLM app’s 
inputs, outputs, intermediate 
results, and metadata.

Context 
Relevance

Groundedness

QA 
Relevance

Query

ContextResponse
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Run feedback functions with any model

Connectors for 100+ LLMs
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Run evaluations on any LLM app stack

Vector databases Agents

Frameworks
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Use evals to optimize your RAG setup

https://tinyurl.com/trulens-milvus



Try Open Source TruLens 

github.com/truera/trulens

Give us a star, request a feature, contribute 



Verifying Groundedness
Verify that every claim in the LLM response is grounded in the knowledge corpus



Verifying Groundedness
Verify that every claim in the LLM response is grounded in the knowledge corpus

Example:

Step 1: Break the response into claims

Here are two facts about Tesla Model X:
(1) Model X has falcon-wing doors  
(2) Model X is the best selling car of 2022 
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Verifying Groundedness
Verify that every claim in the LLM response is grounded in the knowledge corpus

Example:

Step 1: Break the response into claims

Step 2: Corroborate each claim against 
knowledge corpus

Here are two facts about Tesla Model X:

(1) Model X has falcon-wing doors  

(2) Model X is the best selling car of 2022 



Verifying Groundedness
Verify that every claim in the LLM response is grounded in the knowledge corpus

Example:

Step 1: Break the response into claims

Step 2: Corroborate each claim against 
knowledge corpus

Here are two facts about Tesla Model X:

(1) Model X has falcon-wing doors ✓ 

(2) Model X is the best selling car of 2022  ❌


