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01
Why do I Need Vector 

Embeddings?



Unstructured Data is Everywhere

Unstructured data is any data that does not conform to a predefined data model.

By 2025, IDC estimates there will be 175 zettabytes of data globally (that's 175 
with 21 zeros), with 80% of that data being unstructured. Currently, 90% of 

unstructured data is never analyzed.
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Where can Vector Databases Help?



Adding Data to LLMs



Product Recommendations

Source

https://woocommerce.com/products/product-recommendations/


Reverse Image Search

Source

https://erikbern.com/2015/09/24/nearest-neighbor-methods-vector-models-part-1.html


Exploring Generative AI Use Cases



Exploring Generative AI Use Cases

Example
A company has 100,000s+ pages of proprietary documentation to enable 
their staff to service customers.

Problem
Searching can be slow, inefficient, or lack context.

Solution
Create internal chatbot with ChatGPT and a vector database enriched with 
company documentation to provide direction and support to employees 
and customers.
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What’s a Vector Embedding?



Introduction to Vectors

● Access to Domain Knowledge
● Semantic Search on Domain Knowledge via Vector Embeddings

Image from Sutor et al

Woman = [0.3, 0.4]

Queen = [0.3, 0.9]

King = [0.5, 0.7]

Man = [0.5, 0.2]

Woman = [0.3, 0.4]

Queen = [0.3, 0.9]

King = [0.5, 0.7]

Man = [0.5, 0.2]

https://www.researchgate.net/figure/The-classical-king-woman-man-queen-example-of-neural-word-embeddings-in-2D-It_fig1_332679657


How are these generated?



Vector Embedding Model Choice



What Do They Look Like?
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How do Vector Databases Work?



Approximate Nearest Neighbors Oh Yeah

Source: 
https://sds-aau.github.io/M3Port19/portfolio/ann/

https://sds-aau.github.io/M3Port19/portfolio/ann/


Inverted File Index

Source: 
https://towardsdatascience.com/similarity-search-with-ivfpq-9c6348fd4db3

https://towardsdatascience.com/similarity-search-with-ivfpq-9c6348fd4db3


Hierarchical Navigable Small Worlds (HNSW)

Source: 
https://arxiv.org/ftp/arxiv/papers/1603/1603.09320.pdf

https://arxiv.org/ftp/arxiv/papers/1603/1603.09320.pdf


Why a Purpose-Built Vector Database?

•Vector search library
• High-performance vector search

•Vector database
• Advanced filtering (filtered vector search, 

chained filters)
• Hybrid search (e.g. full text + dense vector)
• Durability (any write in a db is durable, a 

library typically only supports snapshotting)
• Replication / High Availability
• Sharding
• Aggregations or faceted search
• Backups
• Lifecycle management (CRUD, Batch delete, 

dropping whole indexes, reindexing)
• Multi-tenancy

•How do I support different applications?
• High query load
• High insertion/deletion
• Full precision/recall
• Accelerator support (GPU, FPGA)
• Billion-scale storage
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Getting Started with a Vector 

Database
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How Do We Implement This in Practice?



Vector Database Benchmarking



Get Started Today

github.com/milvus-io/milvus


