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A Gentle Introduction to Foundation
Models



Foundation Models

What Is A Foundation Model?

ke ® Learns from a wide range of
@ iy data using self-supervision
e ¢ e at scale

ﬂymu’l "%ﬁi S ° Leverages deep neural
ey oo | Foundation %" ® Sl networks and
£ sictured b self-supervised learning
) @ @~ o Useful for various

G Fo downstream tasks

Source: On the Opportunities and Risks of Foundation Models (Stanford HAI, 2017)
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https://arxiv.org/abs/2108.07258

Foundation Models

Transfer Learning

Transfer learning

Source task /
domain Target task /
domain

Storing knowledge gained solving
one problem and applying it to a
different but related problem.

Knowledge



Foundation Models

Word Embeddings

Word2vec

Original One-hot encoded

e One-hot encoding encodes words as vectors (embeddings)

e Word2vec maximizes cosine similarity between word embeddings

e Models like ELMo, ULMFIT, and GPT employed pre-trained language models to achieve
SOTA results on downstream NLP tasks
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https://arxiv.org/abs/1802.05365
https://arxiv.org/abs/1801.06146
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf

Foundation Models
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Transformers
e Analyze tokens simultaneously Probabiis

¥~ Decoder

e Attention mechanism to support
parallelization

e More computationally efficient than
Recurrent Neural Nets

J/

Positional

® @ Positional
Encoding Encoding
I Input | Output
— Embedding Embedding
Encoder I I
\ Inputs J Outputs
\ (shifted right) /

Figure 1: The Transformer - model architecture.

Source: Attention Is All You Need (Vaswani et. al, 2017)



https://arxiv.org/abs/1706.03762

Foundation Models e
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Vision Transformers
o Sp“t an image in‘to patches Vision Transformer (ViT) 1 Transformer Encoder
|
e Treat image patches as MLP :
Head
token inputs T :
e Exceed SOTA results on Transformer Encoder :
image classification tasks ) | _
. P henaen - (0fd () @0 60 @060 € @) € . Mg I
. Requlre a Iot Of Com pute *Extralearnable_ N " " 1
[class] embedding [ Linear Projection of Flattened Patches ] i
power XEE Lol L Lol L L L L
e Not useful for tasks that o |

Embedded
Patches

involve visual elements of
varying size

Source: An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale (Dosovitskiy et. al, 2021)



https://arxiv.org/abs/2010.11929

Foundation Models e

Transformer Variants

H W
33 X33 X8C

Swin Transformers

e Hierarchical feature - :
maps :
e Shifted window attention ] (a) Architecture ‘ (b) Two Successive Swin Transformer Blocks
Source: Swin Transformer: Hierarchical Vision Transformer using Shifted Windows (Liu et. al, 2021)
Pe rceiver Weights optionally shared between repeats

e Latent units to form an
attention bottleneck

e Associate position- and
modality-specific
features with each input

L]
Logits

Cross

Latent array
(N xD)
Attention

(MxC)

Byte array

Source: Perceiver: General Perception with lterative Attention (Jaegle et. al, 2021) 10



https://arxiv.org/abs/2103.14030
https://arxiv.org/abs/2103.03206

The Birth of Large Language Models
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Large Language Models

Large Language Models

ﬁp Mask LM Ma% M \ /@/@@m Start/End SpaN

*

BERT

The scientist
named the
population, after their
distinctive horn,
Ovid’s Unicorn.

el (allEmlE]-
B2 HEE & B0 sen o

Masked Sentence A Masked Sentence B Question Paragraph
* *
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

Source: Lanquadge Models are Unsupervised Multitask Learners Source: BERT: Pre-training of Deep Bidirectional Transformers for
(Radford et. al, 2018) Language Understanding (Devlin et. al, 2018)

D. Roocsevelt was <M> in

believe her eyes <M>
piece <M> she had ever

[President Franklin <M> born <M> January 1882.

had brought the largest <M> of

Lily couldn‘t <M>. The waitress
chocolate cake <M= seen.

peaches are <M> at our

Our <M= hand-picked and sun-dried
<M> orchard in Georgia.

President Franklin D.
Roosevelt was born
in January 1882, A= = = = = = = = = = =

Pre-training

Fine-tuning .
When was Franklin D. I

Source: Exploring Transfer Learning with T5: the Text-To-Text Transfer
Transformer (Raffel et. al, 2020)
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https://openai.com/research/better-language-models
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html
https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html

Large Language Models

5]

Scaling Laws (by OpenAl): Performance = Data Size x

Parameter Size x Compute Size

Larger models require fewer samples The optimal model size grows smoothly
to reach the same performance with the loss target and compute budget

Test Loss 10

- Compute-efficient
training stops far
short of convergence

100 100 107 100 100 102 100
Tokens Processed Compute (PF-days)

Source: Scaling Laws for Neural Language Models (Kaplan et. al, 2020)

Test loss follows a power law
w.rt model size, dataset
size, and compute used for
training

Other architectural details
have minimal effects

Larger models are
significantly more

sample-efficient
13


https://arxiv.org/abs/2001.08361

Large Language Models e

Table 1: List of emergent abilities of large language models and the scale (both training FLOPs and number
of model parameters) at which the abilities emerge.

Accuracy (%)

Emergent Abilities of LLMs

Emergent scale

Train. FLOPs Params.

Model  Reference
Few-shot prompting abilities
Zero-shot One-shot Few-shot + Addition/subtraction (3 digit) 2.3E+22 13B GPT-3 Brown et al. (2020)
! ! — ¢ Addition/subtraction (4-5 digit) 3.1E+23 175B
¢ MMLU Benchmark (57 topic avg.) 3.1E+23 175B GPT-3  Hendrycks et al. (2021a)
175B Params e Toxicity classification (CivilComments) 1.3E422 7.1B Gopher  Rae et al. (2021)
Natural Language ¢ Truthfulness (Truthful QA) 5.0E+23 280B
60 Prompt e MMLU Benchmark (26 topics) 5.0E+23 280B
¢ Grounded conceptual mappings 3.1E+23 175B GPT-3  Patel & Pavlick (2022)
e MMLU Benchmark (30 topics) 5.0E423 70B  Chinchilla Hoffmann et al. (2022)
¢ Word in Context (WiC) benchmark 2.5E+24 540B PaLM  Chowdhery et al. (2022)
¢ Many BIG-Bench tasks (see Appendix E) Many Many Many BIG-Bench (2022)
Augmented prompting abilities
e Instruction following (finetuning) 1.3E423 68B FLAN  Wei et al. (2022a)
* Scratchpad: 8-digit addition (finetuning) 8.9E+19 40M LaMDA Nye et al. (2021)
¢ Using open-book knowledge for fact checking 1.3E+22 7.1B Gopher  Rae et al. (2021)
13B Params ¢ Chain-of-thought: Math word problems 1.3E+23 68B LaMDA  Wei et al. (2022b)
¢ Chain-of-thought: StrategyQA 2.9E+23 62B PaLM  Chowdhery et al. (2022)
¢ Differentiable search index 3.3E+22 11B T5 Tay et al. (2022b)
* Self-consistency decoding 1.3E+23 68B LaMDA  Wang et al. (2022b)
¢ Leveraging explanations in prompting 5.0E+23 280B Gopher  Lampinen et al. (2022)
¢ Least-to-most prompting 3.1E+23 175B GPT-3  Zhou et al. (2022)
1.3B Params o Zero-shot chain-of-thought reasoning 3.1E+23 175B GPT-3  Kojima et al. (2022)
¢ Calibration via P(True) 2.6E+23 52B  Anthropic Kadavath et al. (2022)
¢ Multilingual chain-of-thought reasoning 2.9E+23 62B PaLM  Shi et al. (2022)
Number of Examples in Context (K) ¢ Ask me anything prompting 1.4E+22 6B EleutherAI Arora et al. (2022)

Source: Language Models Are Few-Shot Learners (Brown et. al, 2020)

Source: Emergent Abilities of Large Language Models (Wei et. al, 2022)

e The more examples you give the model, the better its performance will be. And the larger the model, the

better its performance gets.

e The model behavior surges unpredictably from random performance to above random at a specific scale

threshold.

14


https://arxiv.org/abs/2005.14165
https://arxiv.org/pdf/2206.07682.pdf

Large Language Models

“Chinchilla” Scaling Laws (by DeepMind)

1T

—— Approach 1
—— Approach 2
—— Approach 3
-=-=- Kaplan et al (2020)

100B

10B

Chinchilla (70B)

Gopher (280B)

GPT-3 (175B)
Megatron-Turing NLG (530B)

Parameters

X% % %

100M

4
10"]’_'017 1019 1021 1023 1025

FLOPs

Source: Training Compute-Optimal Large Language Models
(Hoffman et. al, 2022)

5]

More accurate than the
OpenAl’s original one
Trainever 400 LLMs with a
range of parameters (70M-16B)
on a range of tokens
(5B-500B)

Most LLMs are under-trained -
they haven’t seen enough data
Chinchilla exceeded Gopher
More LLMs showed up by
scaling model size and training
on larger datasets from diverse
sources

15


https://arxiv.org/abs/2203.15556

Large Language Models

Scaling Laws for Vision
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e Experiments with Vision Transformers on a range of parameters (5M-2B), a range of datasets
(IM-3B), and a range of compute budgets (1-10,000 TPUs)

e Simultaneously scaling total compute and model size is effective

e Larger models perform better in few-shot learning

Source: Scaling Vision Transformers (Zhai et. al, 2022)

5]

16


https://arxiv.org/abs/2106.04560

The Rise of Large Vision-Language
Models

17



Vision-Language Models 2

5]

OpenAl’s CLIP

(1) Contrastive pre-training (2) Create dataset classifier from label text
plane —
Pepper the
aussie pup ETG):: dog A photo of Text
ncoder i a {object}. Encoder
v A4 A 4 ) 4
T L, | T3 N
D1IXC
_)‘ I| I]'T] I]'TZ II.T3 Il'TN —
(3) Use for zero-shot prediction v v v v
L > L | | LTy | T | LT | . [Ty T | T | T | . |y
Image [
I3 IyTy | 13Ty | I3T3 | .. |I3TN | ‘
Encoder mage I 1 I,'Ty | 1Ty | I T T,
Encanon —> 1 v | Ty | Iy | 1IN
4
—> Iy INTy | INTy [ INT3 | .. |[INTN A Zhoito of
dog.

e Contrastive Learning matches correct image and text pairs.
e Map images and text using embeddings: (1) linear probe or (2) “zero-shot” learning

Source: Learning Transferable Visual Models From Natural Language Supervision (Radford et. al, 2021) 18


https://arxiv.org/abs/2103.00020

Vision-Language Models

Google’s CoCa

Multimodal
Text Decoder

T

Image Unimodal
Encoder Text Decoder
image text
Pretraining

image captioning &
multimodal representation

classification alignment Multimodal
T /’ \ / Text Decoder
D Image Image Unimodal Image Unimodal
Encoder Encoder Text Decoder Encoder Text Decoder
image image text image text
| Captioning &
Visual Recognition Crossmodal Alignment Mul’(r?n?ggal 8’: c;z:;;‘gndin g
(single-encoder models) (dual-encoder models) (encoder-decoder models)

Zero-shot, frozen-feature or finetuning

e Combines contrastive learning and generative learning
e Learns global representations from unimodal image and text embeddings
e |earns fine-grained region-level features from multimodal embeddings

Source: CoCa: Contrastive Captioners are Image-Text Foundation Models (Yu et. al, 2022)
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https://arxiv.org/abs/2205.01917
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Vision-Language Models

DeepMind’s Flamingo

Output: text
. Pretrained and frozen @[ a very serious cat ‘
Mt O ek #
[ — n-th GATED XATTN-DENSE
Perceiver Perceiver
i o i ~ asclMblock
 — 1st GATED XATTN-DENSE

Processed text
| <image> This is a very cute dog.<image> This is

Interleaved visual/text data

E This is a very cute dog. This is

e A vision model that understands visual scenes
e A language model that helps with reasoning

Source: Flamingo: a Visual Language Model for Few-Shot Learning (Alayrac et. al, 2022) 20



https://arxiv.org/abs/2204.14198
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Vision-Language Models

Latest Vision-Language Models

output

?
@ Multimodal Large Language Model (MLLM)

Kosmos-1 can perceive both language and , learn in context , reason, and generate
Embedding
4 Mobile Manipulation PaLM-E: An Embodied Multimodal Language Model Tezkand Motion Planning
3 m v =2 318..702 Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block % .
2 ViT A: First grasp yellow

block and place it on
the table, then grasp
the blue block.

Vision Audition

Large Language Model (PaLM)
me the rice chips from the Tabletop Manipulation

Human: Br

drawer. R 1. Go to the drawers, 2. Open

C pe
r. | see <img>. 3. Pick the green rice

2n <img> Task: Sort
top draw o o
rs intc
Step 1. Push the green
star to the bottom left.

Step 2. Push the green

Description of three toed chip bag from the drawer and place it on the : Fi
y Here are eight images: p24g P Control A: First, grasp yellow block and ...

woodpecker: It has black
and white stripes
throughout the body and a

counter.

Visual Q&A, Captioning ...

yellow crown. T Describe the following Language Only Tasks circle to the green star.
e ey Given <img>. Q: What's in the <img>
nage? Answer in emojis. . Q: Miami Bea > ocean? ic. Q: What is 372 x 187 .Q: Write a
What's in this picture? woodpecker: It has white image? Answer in emojis A dog jumping over a Q: Miami Beach border h ocean /.\ Atlantic. Vh, 372 x 187 A: 6696.Q: Write
C Py FY ) Haiku about embodied LL A: Embodied language. Models learn to understand.

spots on its black wings hurdle at a dog show.

and some red on its crown.

The world around them.

Looks like a duck.

That’s not a duck. Then
what’s it? The following image is:

c Source: PaLM-E: An Embodied Multimodal Language

Looks more like a

punmy et Model (Driess et. al, 2023)
Why? woodpecker in the

picture? D E

E
It has bunny ears. Downy I:‘ [ZI ’

Source: Language Is Not All You Need: Aligning 21
Perception with Language Models (Huang et. al, 2023)



https://arxiv.org/abs/2302.14045
https://arxiv.org/abs/2302.14045
https://palm-e.github.io/
https://palm-e.github.io/

The New Paradigm of Video Foundation
Models

22



Video Foundation Models

5]

The Challenges of Video Modeling

e The high computing burden
o Videos are much larger in size than text or images
o Transformer architecture has quadratic complexity with respect to token length

e A unique challenge to temporal modeling
o Videos contain a temporal dimension
o Requires specialized techniques and models that are not commonly used in other
modalities

e Synchronized audio cues require additional processing
o Sounds or conversations happening within the video
o Need the same level of attention as visual analysis

23



Video Foundation Models
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Google’s VideoBERT

[Cut the cabbage into ]

Put on a plate the dish is
now ready to be served.

input text

and stir fry. then keep stir frying.

Put cabbage in the wok {Add soy sauce and ... ]

NN SN EE NN NN NN NSNS IS S SSEENNENSENEENENEEEEEN
. - - 3
- -

Al

e Automatic speech recognition + Vector quantization for spatiotemporal visual features + a BERT model
for sequences of tokens
e Outperformed existing video captioning models

Source: VideoBERT: A Joint Model for Video and Language Representation Learning (Sun et. al, 2019) o4


https://arxiv.org/abs/1904.01766

Video Foundation Models
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NUS’s All-In-One

0/1
L X Block
A e .
() g’g. '/ \
B i (M ) —
& 5 5 e
1 e I Wg I
B 3 1 | &3 2 2 >
& P 2P et~ g g @ I < Z
1|5 3 Bz g & & Z
d (@] m I 2% = . l o
pa—r % §g | g [ L P, I---1
s % "l g NS = .
°"'§§ ? u%a \ ] .5:
m . 7o = 7 ¢ ’
S.Z. g,g o i o i il - :n:
i% & @ s
2B -
as

e Captures video-language representations from raw visual and textual signals in a unified architecture
e Uses atemporal rolling operations to capture temporal representations of sparsely sampled frames
e Performs well on video QA, text-to-video retrieval, multiple-choice QA, and visual reasoning

Source: All in One: Exploring Unified Video-Language Pre-training (Wang et. al, 2022) o5



https://arxiv.org/abs/2203.07303

Video Foundation Models

Microsoft’s X-Clip

== - O LRn
(DAl R G 4 ey o m]@c‘b
[o. o;o]*“ £0.0407{C . [o.1 ETIBRIGCED

O s s PG (0,933 Busting o G5 950
[0 ;10]@“&?”@~ [, &DOIm [0.0 1 61 Cooking bockerbal
£0,0.6.6 1 QEENISCHING [ 2L ey celigra i [0.048 1 mping [t We oo

e A cross-frame communication Transformer allows frames to exchange information using message tokens
e A multi-frame integration Transformer transfers frame-level representations to video-level
e Performs well in zero-shot and few-shot video recognition tasks

Source: Expanding Language-Image Pretrained Models for General Video Recognition (Ni et. al, 2022)

5]
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https://arxiv.org/abs/2208.02816

Video Foundation Models
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Pretraining )
Data Masked Video Encoder Jonbian Vld_e =
Reconstruction
I image 9 Cross Model Attention
m Video Multimodal Video Encoder Multimodal
@ ) Contrastive
l!—ni Text Video Text Encoder Learnlng
Downstream Tasks
Kinetics, ActivityNet, MSR-VTT, DiDeMo, UFC101-HMDB51,
Something-Something... MSVD, TGIF, LSMDC... Ego4d, VLN-CE...
Action Understanding Video-Language Alignment  Video Open Understanding

Figure 2: The overall framework of InternVideo.

e Combines masked video modeling and multimodal contrastive learning
Uses learnable interactions to derive new features from these two Transformers

e Outperformed models in action understanding, video-language alignment, and open-world video
applications tasks

Source: InternVideo: General Video Foundation Models via Generative and Discriminative Learning (Wang et. al, 2022) ,,



https://arxiv.org/abs/2212.03191

Video Foundation Models
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MERLOT Reserve and VideoCoCa

Wy jiggle it
while it pops

‘ | .S Q.| %jiggling, popcorn
ing*

Add a third of Now turn the @ Add a lid, and © ESPRg

cup of popcorn heat on high then

Video Classification,
Text-Video Retrieval,
Video Captioning,
Video QA

Generative Loss
Text Tokens

Multimodal
Decoder

‘ , , [MASKed span]%D
| *pouring sound* |@ *sizzling* | *lid clinking*

Figure 1: ® MERLOT RESERVE learns multimodal neural script knowledge representations of video — jointly reasoning over

Attentional-

Contrastive Loss Pooler -

video frames, text, and audio. Our model is pretrained to predict which snippet of text (and audio) might be hidden by the MASK. 80000000
This task enables it to perform well on a variety of vision-and-language tasks, in both zero-shot and finetuned settings. Attenti
Pooler Flattened
Tokens
"""""""""""""" ; ~xn (00 00|00 00
Source: MERLOT Reserve: Multimodal Neural Script Knowledge ([ TetTokens |

Frame Token Embeddings

through Vision and Language and Sound (Zellers et. al, 2022)

Image Encoder :
| (frozen) !

=

- Pre-computed offline --'

Figure 1. Left: Overview of VideoCoCa. All weights of the pretrained CoCa model are reused, without the need of learning new modules.
‘We compute frame token embeddings offline from the frozen CoCa image encoder. These tokens are then processed by a generative pooler
and a contrastive pooler on all flattened frame tokens, yielding a strong zero-shot transfer vidk When 1 pretraining
on video-text data, the image encoder is frozen, while the attentional poolers and text decoders are jointly optimized with the contrastive
loss and captioning loss, thereby saving heavy putation on frame embedding. Right: An illustration of the attentional poolers and
flattened frame token embeddings. We flatten N x 7" token embeddings as a long of frozen video representations.

text baseli

Source: VideoCoCa: Video-Text Modeling with Zero-Shot Transfer
from Contrastive Captioners (Yan et. al, 2023)

28


https://rowanzellers.com/merlotreserve/
https://rowanzellers.com/merlotreserve/
https://arxiv.org/abs/2212.04979
https://arxiv.org/abs/2212.04979
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Video Foundation Models

Vid2Seq and Track Anything

Input video frames x Input transcribed speech
3.02s > 4.99s: Please stay calm!
42.87s > 45.97s: Hey my friend!

Source: Track Anything: Segment Anything Meets Videos (Yang et.
al, 2023)

Source: Vid2Seq: Large-Scale Pretraining of a Visual Lanquage Model 29

for Dense Video Captioning (Yang et. al, 2023)



https://antoyang.github.io/vid2seq.html
https://antoyang.github.io/vid2seq.html
https://github.com/gaomingqi/track-anything

Conclusion

1. A Gentle Introduction to Foundation Models

a.
b.

Transfer Learning and Word Embeddings
Transformers and Their Variants

2. The Birth of Large Language Models

a.
b.

OpenAl’'s GPTs, Google’s T5 and BERT
Scaling Laws -> Emergent Abilities of LLMs

3. The Rise of Large Vision-Language Models

a.
b.
C.

Open Al’'s CLIP
Google’s CoCa, DeepMind’s Flamingo
Microsoft’s Kosmos-1, Google’s PaLM-E

4. The New Paradigm of Video Foundation Models

Q00O

Challenges of Video Modeling

VideoBERT, All-In-One, X-CLIP, InternVideo

MERLOT Reserve, VideoCoCa, Vid2Seq, Track Anything
Twelve Labs’ Marengo!

5]
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¢ Twelve Labs

Full Blog Post

https://app.twelvelabs.io/blog/foundation-models-are-going-multimodal

Join Our D

iscord

© Multimodal Pannouncement Fallow  For community snnouncement!

oo ms
GoAL:IVLY

JamesLe 234
Hey @everyone, again welcome to Multimodal Minds - whether you are old folks who have been here for a while or new folks who just joined our community.

This is the lst of channels and their descriptions in our Server in order to help you get the most out of our community:

@ Start Here:
+ # I welcome-party: This is where new members get welcomed.
« #/Mlirules: This is the code of conduct for our community.

« #Pyannouncement: This is a place for all major community-wide announcements.

@l Lounge:
+ 2 Wintroduce-yourself: Thisis where new members introduce themselves. We recommend you share detals about who you are, how you are connected with Multimodal Al and what you are interested n.
alLounee « #dydiscussions: This i for organic general discussions between community members.

Wintroduce-yourself « # shameless-promotion: This is where you can promote your product/services.

® Community:
- + #® multimodal-ai: This is where we share latest updates in Multimodal Al research and applications.
#shameless-promotion - #@share-resources: This is where we share other relevant information on Generative Al, Large-Language Models, Al Ethics, Al Infrastructure, etc.
## events-and-meetups: This is where we keep track of events and meetups (mostly local to the San Francisco Bay Are
% Lcomianen & 4 event-n-meetups-discussions: Thisis where we share highlights and pictures of events and meetups we attend.
@ multim 4 ask-for-help: This is where you can ask for any kind of help (for your personal projects, your startup ideas, or your research).
##share-your-work: This is where you share your projects, research, aticles, videos (anything you created).

4 video-engineering: This is for discussions around specific video engineering topics such s video encoding, audio encoding, video broadcasting, video publishing

More below.
s 72
JamesLe 23 4:39 P

Continuing from above... @everyone

hare-your-work Ml Twelve Labs Product:
GitHub - gro « #@Bcool-queries: This is where anyone can share their favorite queries and results using the Twelve Labs product.
« #Mproduct-feedback: This s for giving feedback as you use the Twelve Labs product.
« #bug-reports: This s for reporting bugs that you encounter while using the Twelve Labs product.
#  feature-requests: This is for requesting new features that you might want to see on the Twelve Labs product.
# @ iMapplications-and-tutorials: This is where we share links to tutorials and applications that we publish.
##YAproduct-support: This is where you can ask any product-centric questio

Twelve Labs Platform
Qclassification: This s a forum for conversations about Twelve Labs Classification AP
@ ®search: This i a forum for conversations about Twelve Labs Search AP
@]\ playground: This is a forum for conversations about Twelve Labs Playground.
@ Al Essentials Library:
+ #ai-100-feet-overview: This is a lst of resources for people who are new to Al
+ #ai-4-non-technical: This s alst of resources for non-technical folks to learn Al
##ai-4-developers: This s a st of resources for developers to learn Al
#ai-4-advanced-practitioners: This is alist of resources for advanced practitioners to level up their Al game.

Qforum-discussions: This is a forum to discuss how you have utilized these resources (and whether you want to add more).



https://app.twelvelabs.io/blog/foundation-models-are-going-multimodal

